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Definition

\( \mathcal{A} \) is a \((f, r)\)-ftss algorithm \iff \begin{cases} \mathcal{A} \text{ is self-stabilizing.} \\ \text{and} \\ \mathcal{A} \text{ is } (f, r) - \text{fault-tolerant.} \end{cases} \)
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Proposition\(^1\)

There exists no FTSS algorithm for strong clock synchronization in asynchronous system.

\(^1\)from J. Beauquier, S. Kekkonen-Moneta. *Fault-tolerance and self-stabilization: impossibility results and solutions using self-stabilizing failures detectors*, in Int. J. Systems Science
Weak Clock Synchronization

- There exists self-stabilizing solutions to weak clock synchronization in \textit{asynchronous} systems.\textsuperscript{1}
- There exists FTSS solutions to weak clock synchronization in \textit{synchronous} systems.\textsuperscript{2}
- There exists self-stabilizing solutions to weak clock synchronization in \textit{synchronous} systems which copes with byzantine failures.\textsuperscript{3}

\textsuperscript{1}e.g. M. Gouda, T. Herman. \textit{Stabilizing unison}, in Inf. Process. Letter
\textsuperscript{2}e.g. S. Dolev. \textit{Possible and impossible self-stabilizing digital clock synchronization in general graphs}, in Real-Time Systems
\textsuperscript{3}e.g. M. Ben-Or, D. Dolev, E. Hoch. \textit{Fast self-stabilizing byzantine tolerant clock synchronization} in PODC’08
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Unison – Specification

Intuitively, unison = self-stabilizing weak synchronization.

**Specification of Asynchronous Unison (AU)**

Let be $\gamma_0 \in \Gamma$. An execution $\epsilon = \gamma_0\gamma_1 \ldots$ starting from $\gamma_0$ is a legitimate execution for AU if and only if:

- **Safety**: $\forall i \in \mathbb{N}, \gamma_i$ is weakly synchronised.
- **Liveness**: Each correct processor increments its clock infinitely often in $\epsilon$. 
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Two main properties of unison:
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- **Priority**: whenever incrementing the clock value does not break the local safety predicate between neighbors, the clock value is actually incremented in a finite number of activations, even when no neighbor modifies its clock value.
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**Unfair**
- Weakly fair: Imp.
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Principle

\[ H_p := \begin{cases} 
  h + 1 & \text{if } h + 1 \in l \\
  \min\{l\} & \text{otherwise}
\end{cases} \]
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## Summary

Results about \((f, r) - \text{ftss} \ AU:\)
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